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Modern IP theft and 
the insider threat

This is highlighted by recent PwC 
research into global cyber-security, which 
reported on the increasing incident of 
IP theft – data and other assets – and 
pointed out that most security incidents 
are caused by company insiders.1 With 
the rapid transition of almost every 
industry to being driven by software, it’s 
not surprising that the impact of cyber-
theft has more potential than ever for 
serious damage. The research also noted 
that investment is shifting from preven-
tion, which is of course still important, 
to detection and reaction.

Far-reaching  
consequences
Clearly, leakage of IP has far-reaching 
consequences, damaging competitive-
ness, innovation and potentially lead-
ing to massive commercial losses. A US 
Department of Commerce report found 
that IP theft (all kinds, not just cyber-
crime) costs US companies $200-250bn 
annually, while the IP Commission 
Report puts this figure in excess of 
$300bn. The Organisation for Economic 
Development (OECD) estimated that 
counterfeiting and piracy costs compa-
nies as much as $638bn per year. On a 
wider scale, IP theft can damage econo-
mies and endanger state security.

IP breaches can be catastrophic for 
employees too. Financial losses from 
cyber-theft could cause as many as 
150,000 Europeans to lose their jobs, 
according to a cybercrime report by Intel 

Security/McAfee in 2014.2 In addition, 
the same report cited the example of a 
firm with 800 employees that, “had to 
cut its workforce in half after hackers 
stole its IP and a competing product 
appeared on the market.”

Software development

Imagine being the network administrator 
at a computer games firm and finding 
out, when it’s too late, that its code for 
its new launch was stolen by a rogue 
employee who’s about to leave the com-
pany. Or being an automotive firm that’s 
just found out that its top secret code 
associated with a new breakthrough in 

vehicle engineering is being mass-pro-
duced by a firm on the other side of the 
world, simply because someone managed 
to mimic a valid employee’s ID. 

“Enterprises are in a perpetu-
al race against time to deliver 
the best products quickly and 
at higher quality than their 
competitors. Each product 
cycle generates vast amounts 
of mission-critical IP”

Given the scale of recent cyber-security 
breaches, there’s a strong argument that 
the perimeter-only security model is not 
sufficient. Signature-based tools are sim-
ply unable to keep up with constantly 
changing new attacks. In addition, with 
Bring Your Own Device (BYOD) the 
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With high-profile data breaches increasingly making the headlines right around 
the world, cyber-security has become a priority for company boards across vir-
tually all business sectors. The whole topic of security has crept up the corpo-
rate agenda for various reasons, including concerns around intellectual property 
(IP) theft by employees or outsiders impersonating employees. 

Figure 1: The top offenders of insider crime, 2013-2014. Source: PwC.
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norm, data now routinely moves beyond 
the perimeter. Enterprises are in a per-
petual race against time to deliver the 
best products quickly and at higher qual-
ity than their competitors. Each product 
cycle generates vast amounts of mission-
critical IP, which can include initial 
product requirements, detailed engineer-
ing (hardware or software) specifications, 
industrial designs, source code, media, 
early prototypes, finished product, as 
well as business documents to help mar-
ket and sell that product.

In such a software-driven era, security 
systems have to be able to address a wide 
variety of digital assets, created using 
many different tools by contributors 
with varying levels of technical ability 
and personal workflows. These assets 
may be stored in many different siloed 
repositories, not only making them 
harder to protect, but also impact-
ing product quality and time to mar-
ket. Preventing and tracking this kind of 
IP theft has traditionally been difficult 
and not something completely addressed 
by conventional security tools. This is 
why more organisations are turning to 
techniques such as behavioural analytics 
in the fight against IP theft, detecting 
and surfacing anomalies, such as unusual 
activities and applying algorithms that 
sort through all the noise. Before we take 
a closer look at those techniques, let’s 
look at who perpetrates IP theft and the 
different types of attack involved.

Understanding the  
perpetrators
Hacktivists: Although the two most 
famous hacktivists, Bradley Manning 
and Edward Snowden, have garnered a 
major share of the headlines, these types 
of attacks are rare. They can be perpe-
trated by insiders, but can also originate 
from outside activist groups looking for 
social justice. 

With social justice outlets such as 
WikiLeaks augmenting traditional news 
media outlets, it has become very easy for 
an insider to capture sensitive data and 

publish it while maintaining anonymity. 
If a company’s corporate policies, prod-
ucts or projects touch on sensitive areas 
related to social, political or environmen-
tal issues, it must consider and defend 
against this attack motivation. 

Criminal organisations: Organised 
criminal groups frequently use the 
Internet to commit fraudulent actions 
in the banking and financial system and 
the e-commerce sector. Primarily located 
in Eastern Europe and Russia, where law 
enforcement is difficult, these organisa-
tions have an underground marketplace 
where cyber-criminals can buy and sell 
stolen information and identities.

“Studies consistently find 
that almost 60% of former 
employees have taken sen-
sitive company data when 
they depart an organisation 
regardless of the reason why 
they left”

The challenge security teams face is 
that these attackers will go after any data 
they can monetise, and IP that can be 
sold to competitors in foreign countries 
is becoming a favourite target.

Careless and compromised employ-
ees: Employees who move data to 
insecure locations in order to ease their 
work processes create risk by unwittingly 
exposing this data to external hackers or 
bad actors who work within a company, 
at supply chain partner companies or 
among contractors. A Cisco study enti-
tled ‘Data Leakage Worldwide: the high 
cost of insider threats’ found that 44% of 
employees share work devices with oth-
ers, 46% of remote workers admitted to 
transferring work files to home computers 
and 18% admitted to sharing passwords. 

The compromised employee is the 
problem to which no one wants to 
admit, but it is still a very common form 
of data loss. The attacks are often long-
term, moving small amounts of data 
over a long time.

Leaving employees: Employees leaving 
and taking sensitive data with them is a 

widespread problem. Studies consistently 
find that almost 60% of former employ-
ees have taken sensitive company data 
when they depart an organisation regard-
less of the reason why they left. One 
Symantec study found that 56% of work-
ers believe it is okay to take data with 
them and use it at a competitor.3 This 
includes not only customer contact lists, 
but also the IP and trade secrets related to 
the programs with which these employees 
were involved. 

Also be very aware of disgruntled 
employees who are leaving; in September 
2014, the US Department of Homeland 
Security put out an alert that it was see-
ing a significant increase in attacks of this 
category, which can cost businesses up to 
$3m per incident.4

State-sponsored cyber-espionage: 
China’s People’s Liberation Army (PLA) 
has developed a combat strategy called 
‘Integrated Network Electronic Warfare’ 
that guides computer network opera-
tions and cyber-warfare tools with the 
goal of seizing control of an opponent’s 
information flow and establishing infor-
mation dominance. Analysts have long 
linked a unit in the Chinese military’s 
3rd Department to extensive cyber-espi-
onage. This Chinese military unit has 
orchestrated attacks against 141 compa-
nies spanning 20 major industries. 

Understanding the 
attack models 
The impulsive attack: This is the pre-
ferred attack method used by employees 
leaving an organisation with sensitive 
data, as well as by insider hacktivists. 
(Snowden and Manning fall more into 
the long-term attack category.) This 
attack occurs in hours or in just a few 
days and is accompanied by significant 
anomalous activity. In many ‘quick-
action’ incidents, attackers will access data 
they have rarely or never accessed, execute 
events that change or obfuscate that data 
and finally move large amounts of remov-
able data to storage devices, personal 
machines or public cloud storage. 
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The below-the-radar slow attack: 
Much more common in government or 
corporate espionage, these attacks have 
been known to last for years. In one 
attack, a senior engineer from a major 
defence contractor stole sensitive US 
Navy data and went undetected for over 
three years. To remain undetected, these 
attacks often move only small amounts of 
data over a long period of time and most 
commonly out of the network through 
removable media or personal devices. 
These attacks are not just limited to insid-
ers – it is common for outside attacks to 
also follow this model to avoid detection.

The outside or targeted attack: The 
outside attack, often called targeted attack 
or APT (advanced persistent threat), is a 
form of cyber-attack that is characterised 
by a high degree of technological and 
process sophistication mixed with a pro-
longed duration. Such attacks require a 
significant amount of resources to mount 
and are therefore usually sponsored by, if 
not directly controlled by, government or 
military organisations. They target specif-
ic, predefined organisations and particular 
data within them. Less common are 
insider or simple malware-based outside 
attacks. These attacks are very difficult to 
defend against with existing security tools 
because of their ‘continuous, changing 
attack’ model with the ability to find and 
bypass defences.

The twofold or inside/outside 
attack: Considering the level of sophis-
tication employed by nation state-spon-
sored insider attacks and the growing 
number of targeted outside attacks by 
these same nation states, it’s logical to 
conclude that the next big threat com-
bines the strengths of the two.

“For most large companies, it 
is not uncommon to deal with 
a staggering 100,000 alerts 
a day. This amount is over-
whelming and creates a mind-
set known as ‘alert fatigue’”

Where targeted outside attacks take 
months to penetrate an organisation’s 

defences, compromise one or multiple 
machines and manoeuvre to the targeted 
data, this same attack takes minutes for a 
competent insider. Yet when the insider is 
captured, it is a public embarrassment to 
the perpetrating nation state. The new sce-
nario is simple: have the insider introduce 
the malware behind the defences and then 
relinquish control to an anonymous com-
mand and control (C&C) mechanism. 
With the malware present and obfuscated, 
the C&C server quietly and continuously 
extracts data out of the organisation. 

Intelligence is the 
answer to security noise 
With all of these perpetrators and attack 
models, there is little doubt that security 
teams face a huge challenge in protecting 
their company’s IP. Most security teams 
have 10 or more different security tools 
deployed in hopes of detecting and prevent-
ing attacks, but that also means they have 
to manage those systems and the alerts they 
generate. For most large companies, it is 
not uncommon to deal with a staggering 
100,000 alerts a day. This amount is over-
whelming and creates a mindset known as 
‘alert fatigue’. In a recent Wall Street Journal 
blog, Gartner analyst Avivah Litan was 
quoted describing a client who receives over 
135,000 security alerts a day.5 As Litan 
aptly stated: “It becomes like the car alarms 
going off in a parking lot – no one takes 
them seriously because generally there are 
too many false car alarms.” 

The answer to the ‘security noise’ prob-
lem is intelligence – intelligence that can 
understand the context of an attack and 
accurately rate it in terms of risk priority. 
Dealing with 100,000 alerts is managea-
ble when they are ranked in order of how 
risky they are, so the security team can 
clearly understand which threats needs to 
be addressed and in which order.

Threat detection and 
behavioural analytics 
The biggest challenge with these attacks is 
that existing security technologies cannot 

detect them. And if attacks are somehow 
detected, this typically happens months 
after significant data breaches have 
already occurred. To successfully protect 
critical IP in this new threat environment, 
organisations must have a deeper under-
standing of what’s happening with their 
important data, so that they can see and 
understand when it’s truly at risk. The 
key to detecting this risky anomalous IP 
access behaviour is to identify the users, 
machines and projects involved in risky 
abnormal actions and then stop IP theft 
before it happens. 

“Using a weighted anomaly 
approach in combination 
with machine learning effec-
tively minimises and, over 
time, reduces the noise and 
false positives that plague 
security teams”

Statistically, human decision-making 
processes can be observed, measured and 
even predicted if tracked according to 
each person’s unique decision-making 
patterns and risk-tolerance levels. Modern 
threat detection uses sophisticated math-
ematical models to do exactly that. It 
identifies that a pattern of behaviour has 
deviated from its norm, but also quanti-
tatively measures the probability that the 
observed behaviour is risky. For instance, 
someone accessing a single important 
source code project more often than they 
have historically accessed it is interesting, 
but not as interesting (or potentially as 
risky) as someone accessing 10 impor-
tant source code files that they have 
never accessed before. Such examples are 
weighted even higher if they are identified 
in close proximity with other anomalies 
involving the same entities (users, source 
code projects, source code files), including 
time of activity, volume of activity and 
movement of data.

New threat detection behavioural  
analytics find anomalies by:

patterns and data movement patterns 
against historic behaviour.
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across the environment and com-
paring behavioural patterns between 
users and groups of users.

members of the same project group or 
job role.

entire user group.

Weighted anomalies

Not only are these anomalies leading 
indicators of threat activity, they also 
require no foreknowledge or configura-
tion to detect. Using a weighted anomaly 
approach in combination with machine 
learning effectively minimises and, over 
time, reduces the noise and false positives 
that plague security teams. By analysing 
the four types of attacks discussed earlier 
– impulsive, under the radar, outside and 
twofold – we find that behavioural ana-
lytics offer valuable insight:

against their historic activities will 
easily surface the attack.

may intentionally attempt to prevent 
detection, analytics are used to com-
pare the user to his or her peers over 
time to detect and reveal indicators 
of attack. Under the radar is a con-
sistent pattern that is very different 
from normal peer activity.

In these cases where machines are 
compromised with stealth malware 
that is attempting to siphon sensitive 
information externally, behavioural 
analytics can interpret normal access 
and usage patterns for all users. 
Compromised machines or identities 
do not know what is historically nor-
mal and therefore deviate and create 
anomalies. 

This data-centric internal threat detec-
tion approach uses behavioural analytics 
and their underlying math models to 
aggregate, correlate and measure the risk 
of each threat and then present a clear 
and accurate depiction of which threats 

need to be addressed in order of priority 
(see Figure 2). 

How threat detection 
works
Behavioural analytics is not new, but apply-
ing these proven methodologies for iden-
tifying and mitigating risk within security 
is a paradigm shift. Using the latest threat 
detection techniques can optimise the entire 
threat detection process, from data collec-
tion to analysis and reporting.

Advanced behavioural analytics are 
applied in two specific areas: behaviour 
risk and entity risk. Both sets of math-
ematical models influence each other, 
such that behaviour risk models incorpo-
rate the entities involved, and entity risk 
scores are influenced by risky behaviours 
that they are involved in.

Behaviour risk scores are applied to 
all observed behaviours, across different 
behavioural vectors. For example, when a 
user takes a certain amount of data from 
a project, that volume is compared to that 
user’s historical baseline, as well as other 
similar users’ baselines. This provides 
multiple comparison points, which refines 
the overall behaviour risk score.

Figure 3 is a simple three-event exam-
ple that shows the relationship between 
behavioural and entity risk models and 
how entity risk scores change over time. 
As ‘John Sneakypants’ executes three 
events, the anomalous nature and riski-
ness of each event create higher behav-
ioural risk scores. Entity risk scores are 
low at first, showing minimal danger for 
the user and the project that the user has 
accessed. As each event occurs, behaviour 
risk scores climb, and associated enti-

Figure 2: Riskiest people and projects identified by risk score.

Figure 3: The relationship between events, behavioural risk and entity risk.
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ties’ risk scores also climb. The analytics 
engine captures and surfaces the threat 
across the events as well as the entities.

Powerful method

Behavioural and entity risk models represent 
a powerful method to remove the noise that 
currently overwhelms security teams.

Suppose John Sneakypants was 
detected accessing an important software 
project that he does not normally access 
based on his historical access patterns. 
In addition, his peers do not normally 
access this important project. This action 
may be suspicious, but it could also be 
a false positive if John has had a recent 
role change or has been assigned to a 
new project. But suppose John also 
accessed this file at a time of day that 
he was never active before and that he 
also just took files from another source 
code project that had been inactive for 
months. Plus, the overall volume of data 
he’s taking from multiple projects is 
highly unusual. The more risky events 
occur involving the same entity within a 
short time frame, the less this feels like a 
false positive, leading to increased urgen-
cy to investigate John (see Figure 4).

Behavioural analytics illuminates not 
single events, but patterns and relation-
ships created by the behaviours of users. 
This enables the focus on actual threats, 
while tuning out the uninteresting noise 
that overwhelms security teams. This new 
approach can vastly improve an organisa-
tion’s ability to quickly determine the root 
cause of a threat and respond proactively 
before critical data is compromised.

“Actionable reports can 
lower the cost to investigate 
an incident and accelerate 
legal action and/or adjust-
ments to policies or security 
tools to prevent or reduce 
the risk of a future breach”

Capturing the events and relationships 
is also the key to lowering the cost and 
time of forensic investigations. By cap-

turing the relationships between people, 
behaviours and projects, an investigation 
can quickly and accurately identify the 
information that defines the risk or threat 
down to the user, project and time the 
behaviour occurred. Because all behaviour 
is tracked and captured, the events that 
led to the threat or incident are immedi-
ately available. The interface enables these 
relevant activities to be pinpointed, com-
pressing the time it takes to determine 
what happened, who was involved and 
which projects are affected. Actionable 
reports can lower the cost to investigate 
an incident and accelerate legal action 
and/or adjustments to policies or security 
tools to prevent or reduce the risk of a 
future breach.

The experience of one unnamed 
$20bn manufacturer illustrates the pro-
cess perfectly. It had become a victim 
of insider IP theft and, having already 
spent $1m with a traditional security 
vendor over 12 months, took a modern 
data-led approach to identify all the per-
petrators. By using log data from 20,000 
global developers from 30 days of activ-
ity – totalling over 9 billion events – and 
applying machine learning and analytics 
the internal threats were uncovered in 
just days. Not only did it identify the 
two known rogue engineers, but it also 
identified 11 other previously unknown 
thieves that had been stealing large vol-
umes of information.

Conclusion

Today’s cyber breach headlines highlight 
the sophistication of attacks and the fail-
ure of major organisations to protect their 
sensitive IP. Traditional perimeter-based 
security, as well as the current generation 

of security tools, has not succeeded in 
mitigating such attacks. Security teams 
are simply too overwhelmed.

To effectively detect and mitigate 
advanced threats focused on stealing 
critical IP such as source code, com-
panies must look to new technologies 
that support the creation of data-centric 
internal threat detection. This strategy 
applies intelligence closer to the sensi-
tive data it is intended to protect and 
can prevent advanced attacks or insiders 
from stealing this data even when perim-
eter and network defences have been 
defeated. Data-centric threat detection 
combines continuous monitoring of an 
IP repository with advanced behavioural 
analytics, dramatically decreasing the risk 
of IP theft. 

This approach reduces the overall 
cost and complexity of a threat detec-
tion and data protection programme, 
while increasing a security team’s ability 
to reduce risk and surface actual threats 
to the entire organisation. Enterprises 
can now implement a principal internal 
defence strategy with technology specifi-
cally designed to monitor any corporate 
IP repository, surface risks and threats 
and alert security teams with actionable 
information to stop an attack before data 
is compromised.
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Figure 4: Connecting the context of an attack enables accurate risk scoring.
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ware industry with roles as a provider and 
consumer of advanced development tools.
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Encapsulating 
mobile security

Ofir Agasi

Check Point’s third annual mobile secu-
rity survey found that, in a majority of 
firms, mobility is racing ahead of effective 
device and data protection.2 Of over 700 
IT professionals surveyed about mobile 
usage in their companies, 72% said the 
number of personal devices connecting to 
their networks had more than doubled in 
the past two years; 82% expected mobile 
security incidents to grow over the next 
12 months, with higher remediation 
costs; and 42% noted that such incidents 
had already cost their organisations more 
than $250,000.

The reasons why mobile security is 
proving so challenging were highlighted 
by the ESG research report. The issues 
identified were: 

motion: 43% of security professionals 
said it is a problem to protect confi-
dential data accessed from a mobile 
device, and 41% say it is challenging 
to protect sensitive data stored on a 
mobile device. Mobility creates blind 

spots in which the security team can’t 
easily monitor sensitive data.

Most 
security policies were originally cre-
ated with PCs and wired Ethernet 
ports in mind. Often, enforcing 
policies and delivering protection 
on mobile devices is approached by 
implementing new tools and infra-
structure – adding extra management 
complexities for IT teams.

existing security processes: As 
organisations create a mobile security 
overlay infrastructure, it becomes 
increasingly difficult to maintain 
consistent policies, coordinate 
enforcement actions, or to monitor 
users and devices across the network.

Disparate solutions

It is this mix of challenges that makes 
mobile security so difficult to address. 
Various disparate solutions have attempt-

ed to address mobility and security, 
but none provides a complete solution. 
Enterprise mobile management (EMM) 
solutions manage device configurations, 
but do not secure business data and doc-
uments in uncontrolled environments. 
Similarly, point mobile products that 
focus on specific areas of security do not 
integrate with the organisation’s corpo-
rate policies or IT infrastructure. 

“Mobile malware is becom-
ing an enterprise threat 
vector, as attackers look to 
target ever-growing mobile 
estates”

What’s required is a modular, integrat-
ed approach that delivers functionality 
to address the three main mobile security 
problems. The required functionality is:

mobile mal-
ware is becoming an enterprise 
threat vector, as attackers look to 
target ever-growing mobile estates. 
Organisations should prepare for this 
by deploying controls and monitor-
ing capabilities for mobile threat pre-
vention, detection and remediation. 

Ofir Agasi, Check Point

Are there many businesses that are not using mobile devices? Recent research by 

say mobile computing is either ‘critical’ or ‘very important’ in supporting their 
business processes and employee productivity.1 But the benefits of mobility 
often come at the cost of security. 

http://www.pwc.com/gsiss2015
http://www.mcafee.com/us/resourc-es/reports/rp-economic-impact-cybercrime2.pdf
http://www.mcafee.com/us/resourc-es/reports/rp-economic-impact-cybercrime2.pdf
http://www.mcafee.com/us/resourc-es/reports/rp-economic-impact-cybercrime2.pdf
http://www.syman-tec.com/about/news/release/article.jsp?prid=20130206_01
http://www.syman-tec.com/about/news/release/article.jsp?prid=20130206_01
http://www.syman-tec.com/about/news/release/article.jsp?prid=20130206_01
http://www.ic3.gov/media/2014/140923.aspx
http://www.ic3.gov/media/2014/140923.aspx
http://blogs.wsj.com/cio/2014/03/05/target-cio-takes-the-fall/
http://blogs.wsj.com/cio/2014/03/05/target-cio-takes-the-fall/

	Modern IP theft and the insider threat
	Far-reaching consequences
	Software development
	Understanding the perpetrators
	Understanding the attack models
	Intelligence is the answer to security noise
	Threat detection and behavioural analytics
	Weighted anomalies
	How threat detection works
	Powerful method
	Conclusion
	References




